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Artificial Intelligence:

Computer systems that can
perform tasks that usually
require human intelligence, such
as visual perception, speech
recognition, decision-making,
problem-solving, and language
translation.
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The North Carolina Supreme C

In this case, the court held that a “true theea

Objective Standard: The state:
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Extractive Al:

Systems that extract relevant data fi a specific document

or database in response to user queries.

Predictive Al:

Systems that use statistical anal and machine learning
algorithms to predict present or future events or outcomes
based on ting data.

Generative Al: A class of Al techniques that focus on
generating new content that resembles human-created content.
Gen Al models are trained on large datasets to learn patters

and structures within the data.

School of Gosernment

How did the North Carolina Supreme Court define a “true
threat" for purposes of determining when certain speech
is unprotected by the First Amendment?

73 N.C. 589 (2021). The court sdopted sn obyective

s defined as:

5t be one that a reasonable person

terpret as a serio
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Context Matters: Th
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o Passed the Bar Exam

« Scored a 163 on the LSAT

« Scored 1410 out of 1600 on the SAT

« Scored in the 99th percentile on the verbal section of the GRE and
80th percentile of the quantitative section of the exam.

« Received the highest possible score on AP Exams for Art History,
Biology, Environmental Science, Macroeconomics, Microeconomics,
Psychology, Statistics, US Government, and US History.

Prompt to

image generators
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How does this work?
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How does this work?
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How does this work?

30 Semantic Feature Space

Image Credit: Carnegie Melon University Computer Science Academy

How does this work?

Zero-Mean 3D Unit Vectors

12/3/2024

Tevo-Miemn 50 Unil Vectors

Gentet e

Image Credit: Carnegie Melon University Computer Science Academy

y N
/// 1 \\\
/Retrieval \

/ augmented \

y . N
/7 generation N\

y )\

Fine-tuning

LIM

(e.g., GPT-4)




Potential Risks.
to Users

i W-J'? \)'? 0
Hallucinating Law: Legal Mistake h
Large Language Models are Pervasive

OpenAl Hit With First Defamation Suit Over ChatGPT

\(‘Cl]],élc‘ Hallucination

problems

| 4 These lawyers used ChalGPT Lo save lime.
Li " They got fired and fined.

news app caught sharing “entirely false”
Al-generated news

Mata v. Avianca,
No. 22-CV-1461 (PKC) (S.D.N.Y.)

Mr. Schwartz testified at the sanctions hearing
that....he was “operating under the false perception

i e., ChatGPT] could not possibly be
fabricating cases on its own.”

He stated, “I just was not thinking that the case could
be fabricated, so | was not looking at it from that point
of view. My reaction was, ChatGPT is finding that
case here. Maybe it’s blished. Maybe it
was appealed. Maybe access is difficult to get. | just
never thought it could be made up.”
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Missouri appeals court fines litigant after finding
fake, Al-generated cases cited in filings

Michael Cohen gave lawyer fraudulent case
citations generated by AT

$2000 Sanction in Another Al Hallucinated
Citation Case

Another NY lawyer faces discipline after

Al chatbot invented case citation

Al Standing Orders Proliferate as Federal Courts Forge Own
Paths

Al on Trial: Legal Models Hallucinate
in 1 out of 6 (or More) Benchmarking
Queries

Hallucination Incomplete

i Free? Assessing the Reliability of
Leading Al Legal Research Tools

Proportion of Responses

Varsa Magen Fain Sarami taees Datd
Mirsc Suzgun  Chrictopher D. Mansing Dt & B
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Input Query . Input Query
Are the deadlines established by the bankruptzy rules for objectingto || What standard of review applies ta abortion regulations under the US
discharge jurisdictional? Constitition?

] Westiaw AIAR Response ]—\ ] Lexis+ Al Response —
Currently.the “undue burden” test, s established In Plasred
Rul .
ol R o R oo w Casey ar
g of dischargeablty complaintsarejurisitional. [.) J " A [:f,iw’l‘af“i

substantialobstacle i the path of a woman seeking an abortion before
the etus attainsviabily (] )

Input Query L [put uery ]_\

Do any special requirements apply to online dating servicesin
i ssenti ?
Why did Justice Ginsburg dissentin Obergefell FEmhis

———{ Practical Law Response - —— 6T Response |
" Bok e - L

the courrs marprscarion undarmined Congress's:ntent under Section Undar o i =t

42-290, onlir i i fee and have members.

Tow-prced, foregn-mad inCannicticut must

She argued that the text of the Copyright i i 1

oy et 1) ) X
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Air Canada found liable for chatbot's bad advice on
plane tickets

An Al chatbot pushed a teen to kill
himself, a lawsuit against its creator
alleges

)

The A.l. Defamation Cases Are Here:
ChatGPT Sued for Spreading Misinformation

Risks to personal
data and
confidential
information

Scoop: Congress bans staff use of
Microsoft's Al Copilot

Samsung Ban;‘. Staff's Al Use After
Spotting ChatGPT Data Leak

74 LY §

- 4
B Amazon stops employees from using :
* generative Al tools like ChatGPT (3 /

/ ChatGPT can leak training data, violate
privacy, says Google's DeepMind \\/




Adopted: November 01, 2024

fessional responsibility when using artificial intelligence in a law practice.

Inquiry #1:

Considering the advantages and disadvantages of using Al in the provision of legal services, is a lawyer
permitted to use Al in a law practice?

Opinion #1:

Yes, provided the lawyer uses any Al program, tool, or resource competently, securely to protect client
confidentiality, and with proper supervision when relying upon or implementing the Al's work product in

the provision of legal services

Potential Impact

on Decision-
making

The secret bias hidden in mortgage-
approval algorithms

Racial Bias Found in a Major Health Care Risk
Algorithm

Amazonditched Al recruitment software
because it was biased against women

12/3/2024
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Dutch scandal serves as a warning for
Europe over risks of using algorithms

Al tool used to spot child abuse allegedly
targets parents with disabilities

T N

How an algorithm that screens
for child neglect could harden
racial disparities

Al ruling on jobless claims could make . :
mistakes courts can't undo, experts warn /@\
f 4w

o=

Al ban ordered after child protection
worker used ChatGPT in Victorian court

——

‘ Police officers are starting to use Al chatbots
to write crime reports. Will they hold up in

Potential for
Deepfakes

12/3/2024
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Microsoft's VASA-1 can deepfake a person
with ene photo and one audio track

LoR
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34

They thought loved ones were calling for
help. It was an Al s

New ,
IAPMN Finance worker pays out $25 million after video
llleth()d& call with deepfake ‘chief financial officer’

f() r fl‘ﬂlld Al will make scam emails look genuine,
ﬂl']d (')ﬂlel‘ UK cybersecurity agency warns

Crumes Al Deeplakes On The Rise
Causing Billions In Fraud
[ osses

12/3/2024
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The Al-Generated Child Abuse Nightmare Is Here

r g New Jersey teen sues classmate for allegedly
A rise in creating, sharing fake AI nudes

AI- 54 Attorneys General Call on Congress to
gellerated Study Al and Its Harmful Effects on Children

3 /
(JS}\RI US prosecutors see rising threat of Al-
generated child sex abuse imagery
Study uncovers presence of CSAM in popular
Al training dataset

GENERAL ASSEMBLY OF NORTH CAROLINA
SESSION 2023

SESSION LAW 2024-37
HOUSE BILL 591

AN ACT TO ESTABLISH SEXUAL EXTORTION OFFENSES, TO UPDATE OFFENSES
RELATED TO SEXUAL EXPLOITATION OF A MINOR, TO UPDATE SEX
OFFENDER AND PUBLIC PROTECTION REGISTRATION PROGRAMS, AND TO
CLARIFY THE OFFENSE OF DISCLOSURE OF PRIVATE IMAGES.

38

"§ 14-190.13. Definitions for certain offenses concerning minors.
he following definitions apply to G.S. 14-190.14, dhpl.mng material harmful to minors;

G.S. 14-190. l(v first degree
exploitation of a minor; G

G.S. 14-190.17C, obscene visual representation of sexu

Material. — Pictures, drawings, wdeo recordings, films or other visual or
physical depictions or reps representations. including digital or
computer-generated visual depictions or representations created. adapted. or
modified by technological means, such as algorithms or artificial intelligence,
but not material consisting entirely of written words.

39
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Deepfakes in the courtroom: US judicial
panel debates new Al evidence rules

Panel of elght judges confronts deep-faking Al tech that may undermine legal trials, ADVISORY COMMITTEE
ON

EVIDENCE RULES
People are trying to claim real videos are i
April 19, 2024
deepfakes. The courts are not amused

lashington state judge blocks use of Al-enhanced video as
evidence in possible first-of-its-kind ruling

“The liar’s dividend”

Deep Fakes: A Looming Challenge for Privacy,
Democracy, and National Security

New York Times

Detect Deepfakes:

https://detectfakes.kellogg.
northwestern.edu/

How Easy Is It to Fool A.I.-

Detection Tools?

14
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FTC announces new rule prohibiting AI
) R use to impersonate government agencies
Regulation...

) Al-generated voices in robocalls can

more to deceive voters. The FCC just made
come? themillegal

FEC forgoes new Al rulemaking ahead of
election

States Begin To Regulate Al in
Absence of Federal
Legislation

Using Al
Responsibly

Use Al to
help you
think, not
think for you

15
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Expect change

Questions?

nickodem@sog.unc.edu .
. ;
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