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How are you using AI?



Artificial Intelligence: 
Computer systems that can 
perform tasks that usually 
require human intelligence, such 
as visual perception, speech 
recognition, decision-making, 
problem-solving, and language 
translation.



Extractive AI:
Systems that extract relevant data from a specific document 
or database in response to user queries.

Predictive AI:
Systems that use statistical analysis and machine learning 
algorithms to predict present or future events or outcomes 
based on existing data. 

Generative AI: A class of AI techniques that focus on 
generating new content that resembles human-created content. 
Gen AI models are trained on large datasets to learn patterns 
and structures within the data.







Ethical Issues Involving AI

Competence

Confidentiality

Communication



Competence





ABA Opinion 512

As GAI tools continue to develop and become more widely available, it is 
conceivable that lawyers will eventually have to use them to competently 
complete certain tasks . . .  

But even in the absence of an expectation for lawyers to use GAI tools as 
a matter of course, lawyers should become aware of the GAI tools 
relevant to their work so that they can make an informed decision, as a 
matter of professional judgment, whether to avail themselves of these 
tools . . . 









GPT-4 has:

• Passed the Bar Exam
• Scored a 163 on the LSAT
• Scored 1410 out of 1600 on the SAT
• Scored in the 99th percentile on the verbal section of the GRE and 

80th percentile of the quantitative section of the exam.
• Received the highest possible score on AP Exams for Art History, 

Biology, Environmental Science, Macroeconomics, Microeconomics, 
Psychology, Statistics, US Government, and US History.



Prompt to 

image generators

“Otter on a plane using wi-fi”

Credit for images: 
Ethan Mollick, The Wharton School, U. Penn







Retrieval 
augmented
generation 

Fine-tuning

LLM 
(e.g., GPT-4)



GPT-4/o1-mini GPT-4/Claude 2

Gemini 2.0 GPT-4o GPT-4 Claude 3.5





Mata v. Avianca, 
No. 22-CV-1461 (PKC) (S.D.N.Y.)

Mr. Schwartz testified at the sanctions hearing 
that…he was “operating under the false perception 
that this website [i.e., ChatGPT] could not possibly be 
fabricating cases on its own.”  

He stated, “I just was not thinking that the case could 
be fabricated, so I was not looking at it from that point 
of view. My reaction was, ChatGPT is finding that 
case somewhere.  Maybe it’s unpublished.  Maybe it 
was appealed.  Maybe access is difficult to get.  I just 
never thought it could be made up.” 











Rule 11:

“The signature of an attorney or 
party constitutes a certificate by him 
that he has read the pleading, motion, 
or other paper; that to the best of his 
knowledge, information, and belief 
formed after reasonable inquiry it is 
well grounded in fact and is 
warranted by existing law or a good 
faith argument for the extension, 
modification, or reversal of existing 
law…”





“But Attorney General Ellison's attorneys are reminded that 
Federal Rule of Civil Procedure 11 imposes a "personal, 
nondelegable responsibility" to ‘validate the truth and legal 
reasonableness of the papers filed’ in an action. The Court 
suggests that an ‘inquiry reasonable under the 
circumstances’…may now require attorneys to ask their 
witnesses whether they have used AI in drafting their 
declarations and what they have done to verify any AI-
generated content.”





Confidentiality



RULE 1.6 Confidentiality of Information

A lawyer shall not reveal information acquired during the professional relationship with a client 
unless the client gives informed consent [or] the disclosure is impliedly authorized in order to 
carry out the representation…

A lawyer shall make reasonable efforts to prevent the inadvertent or unauthorized disclosure of, 
or unauthorized access to, information relating to the representation of a client.

RULE 5.3 Responsibilities Regarding Nonlawyer Assistants

Comment 3: When retaining or directing a nonlawyer outside the firm, a lawyer should 
communicate directions appropriate under the circumstances to give reasonable assurance that 
the nonlawyer’s conduct is compatible with the professional obligations of the lawyer.





“Importantly, some current AI programs are publicly available to all 
consumers/users, and the nature of the AI program is to retain 
and train itself based on the information provided by any user of 
its program. Lawyers should educate themselves on the nature of any 
publicly available AI program intended to be used in the provision of 
legal services, with particular focus on whether the AI program will 
retain and subsequently use the information provided by the user. 
Generally, and as of the date of this opinion, lawyers should avoid 
inputting client-specific information into publicly available AI 
resources.”





Photo credit: Carlos Barria | Reuters







Be careful 
with Gen AI 
transcription 
tools



Communication



NC Bar 2024 Formal Ethics Opinion 1
“Generally, a lawyer need not inform her client 
that she is using an AI tool to complete ordinary 
tasks, such as conducting legal research or 
generic case/practice management. However, if a 
lawyer delegates substantive tasks in furtherance 
of the representation to an AI tool, the lawyer’s 
use of the tool is akin to outsourcing legal work 
to a nonlawyer or other third-party resource or 
service, for which the client’s advanced informed 
consent is required.”



ABA Opinion 512: Informed Client Consent
“Client consultation about the use of a GAI tool is 
also necessary when its output will influence a 
significant decision in the representation, such as 
when a lawyer relies on GAI technology to evaluate 
potential litigation outcomes or jury selection. A 
client would reasonably want to know whether, in 
providing advice or making important decisions 
about how to carry out the representation, the 
lawyer is exercising independent judgment or, in the 
alternative, is deferring to the output of a GAI tool.”



Fees
•Reduce hours billed if GAI 

reduces the time it takes to 
complete legal tasks? 

•Charge clients for cost of 
GAI tools?



Potential 
for 

algorithmic 
bias









Limited or skewed data set

Bad proxy/assumption

History of poor human 
decisionmaking

Technological failureGIGO



Potential for 
deepfakes





New 
methods 
for fraud 
and other 

crimes



A rise in 
AI-

generated 
CSAM









District 25 
Administrative Order



Using AI 
Responsibly



“[S]hould a lawyer choose 
to employ AI in her 
practice, the lawyer must 
do so competently, the 
lawyer must do so securely, 
and the lawyer must 
exercise her independent 
judgment in supervising 
the use of such processes in 
her practice.”



What data was 
used to train the 

tool?

What 
mechanisms 

ensure the tool 
will be accurate? 
Has the vendor 
tested accuracy 

rates?

Will data we 
input into the 

tool be secure? 
How does the 
vendor use the 
data we input?

At what point in 
the process will a 

human be 
involved             
(if at all)?  

Does the tool 
actually do what 
the vendor says it 

can do?



Coates’ Canons NC Local Gov’t Law Blog

https://canons.sog.unc.edu/



Expect change



Questions?

nickodem@sog.unc.edu
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